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Changes in the propagation of shocks along firm networks are important to understanding
aggregate and cross-sectional features of stock returns. When calibrated to match key
characteristics of supplier—customer networks in the United States, a model in which firms
are interlinked via enduring relationships generates long-run consumption risks, high and
volatile risk premiums, and a small and stable risk-free rate. The model also matches cross-
sectional patterns of portfolio returns sorted by firm centrality, a feature unaccounted for
by standard asset pricing models. (JEL C67, E30, G12, L14)
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Firms are far from functioning as isolated entities. Instead, they are deeply
intertwined through a web of material connections, including strategic
alliances, joint ventures, research and development (R&D) partnerships, and
supplier—customer relationships. As shown by a growing body of literature—
and underscored by a multitude of supply chain disruptions during the
COVID-19 pandemic—these relationships can serve as transmission channels
of shocks to individual firms and, in doing so, potentially alter stock returns.!
Despite this evidence, the impact of such shock propagation on asset pricing
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Firm Networks and Asset Returns

remains, at best, imperfectly understood. In this paper, I develop a model
to study the asset pricing properties that stem from the propagation of
shocks along firm networks and the extent to which such shock propagation
quantitatively explains asset market phenomena.

I show that changes in the propagation of shocks along production networks
are important to understanding variations in asset returns both in the aggregate
and in the cross-section. In particular, the model generates long-run risks
when calibrated to match key structural characteristics of supplier—customer
networks in the United States. As a result, the model replicates prime features
of asset market data, such as a high and volatile risk premium and a small and
stable risk-free rate. Additionally, the model matches cross-sectional patterns
of portfolio returns sorted by network centrality.

The model has two main features. First, firm-level shocks propagate via
long-lasting relationships. Consequently, firms’ cash-flow growth rates are
related via a firm network. Second, investors have a preference for early
resolution of uncertainty and, thus, care about uncertainty regarding firms’
long-term growth prospects.

Aside from aggregate shocks, the distribution of aggregate consumption
growth is shaped by two characteristics within my model: (a) the architecture
of the firm network and (b) the propensities of relationships to transmit
shocks, henceforth referred to as propensities. Propensities vary over time.
Such variation aims to capture temporal changes in relationship specific
characteristics that make firms more susceptible to shocks affecting their
neighbors. As propensities vary over time, the connectivity of the network also
varies over time. This variation introduces a time-varying correlation structure
between firms’ cash-flow growth rates, which, in equilibrium, generates
stochastic volatility in consumption growth.

In calibrated models, changes in network connectivity are infrequent because
firms engage in sustained and stable relationships with their customers. These
enduring relationships create lasting interdependencies between firms’ cash-
flow growth rates. In these economies, a shock to one firm can modify
the current cash flows of every neighboring firm as well as alter the
long-term growth prospects of all such firms. These infrequent changes in
network connectivity are what fundamentally drive low-frequency movements
in aggregate output growth, which, in equilibrium, generate a persistent
component in expected aggregate consumption growth. As a result of investors
having preferences for early resolution of uncertainty, the model generates
long-run risks. The model accounts for sizable risk premiums because investors
fear that extended periods of low economic growth coincide with low asset
prices. The model generates a small and stable risk-free rate as a result of
investors saving for long periods of low economic growth.

In addition to generating long-run risks, calibrated models match cross-
sectional patterns of portfolio returns sorted by firm centrality. Central firms
command lower risk premiums than peripheral firms because, in the data,
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relationships of peripheral firms exhibit higher propensities than relationships
of central firms. The reason is that peripheral firms tend to rely more heavily on
their suppliers. As a consequence, central firms are less exposed than peripheral
firms to problems affecting their neighbors, and, thus, they command lower
risk premiums. Calibrated models generate a realistic monthly return spread
between firms in the lowest and in the highest deciles of centrality. This
economically and statistically significant spread arises naturally in equilibrium
as compensation for contagion risk, a feature unaccounted for by standard asset
pricing models.

The small and persistent component in expected consumption growth
generated by low-frequency movements in the connectivity of production
networks provides an economic rationale for long-run risk models in the spirit
of Bansal and Yaron (2004). Moreover, the model helps explain the cross-
section of expected returns, as it provides a mapping between firms’ importance
in the network and their contagion risk. Overall, these results suggest that
extending standard asset pricing models to take into account how shocks
propagate along production networks can make significant progress toward
generating a unifying framework that simultaneously captures aggregate and
cross-sectional features of stock returns.

This paper contributes to three strands of the literature. First, this paper
develops a new theoretical framework that adds to a growing body of
work focused on understanding the effects of economic linkages in asset
pricing (see, e.g., Cohen and Frazzini 2008, Buraschi and Porchia 2012; Ahern
2013; Herskovic 2018; Branger et al. 2020; Gofman, Segal, and Wu
2020; Buraschi and Tebaldi 2024).> Unlike most of these papers, however, my
model emphasizes relationships at the firm level to explore the asset pricing
properties that stem from the propagation of shocks along production networks.

Second, this paper adds to a body of work that explores how granular
shocks may lead to aggregate fluctuations in the presence of linkages between
different economic sectors (see, e.g., Carvalho 2010; Gabaix 2011; Acemoglu
et al. 2012; Blume et al. 2013; Carvalho and Gabaix 2013; Chaney 2014,
2018; Elliott, Golub, and Jackson 2014; Acemoglu, Ozdaglar, and Tahbaz-
Salehi 2017; Lim 2017; Oberfield 2018; Elliott, Golub, and Leduc 2022; Elliott
and Golub 2022; Dew-Becker 2023). This paper contributes to this literature by
exploring the asset pricing implications of linkages at the firm level and study-
ing how changes in the propagation of firm-specific shocks can alter not only
macroeconomic variables but also asset returns and aggregate risk premiums.

Cohen and Frazzini (2008) show that stock prices take some time to include news about economically related
firms, generating return predictability across assets. Buraschi and Porchia (2012) show that more central firms in a
market-based network have lower price dividend ratios and higher expected returns. Using the intersectoral trade
network, Ahern (2013) provides evidence that firms in more central industries are more exposed to systematic
risk. Herskovic (2018) focuses on the efficiency gains that come from changes in the input-output network and
how those changes are priced in equilibrium. Branger et al. (2020) highlight that links’ directedness matters for
pricing. Gofman, Segal, and Wu (2020) underscore the importance of multiple intermediary stages in supply
chains for asset pricing.
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Third, this paper adds to a literature that examines the potential sources
of long-run risks (see, e.g., Kaltenbrunner and Lochstoer 2010; Kung and
Schmid 2015; Bidder and Dew-Becker 2016; Collin-Dufresne, Johannes, and
Lochstoer 2016).> This paper contributes to this literature by showing that
changes in the propagation of shocks along production networks can be an
important source of long-run risks.

1. Baseline Model

Though stylized, the baseline model conveys the main intuition for how
changes in the propagation of shocks along firm networks, in combination with
recursive preferences, can generate long-run risks and matter for the aggregate
and the cross-section of stock returns. To facilitate exposition, the baseline
model abstracts from firms’ production decisions and considers a single-good
economy in which firms’ outputs are related via a network of long-lasting
relationships. Section I of the Internet Appendix shows that, under certain
conditions, the main intuition continues to hold within an equilibrium context
wherein firms’ production decisions are explicitly modeled.

1.1 The environment

Consider an economy with one perishable good and an infinite time horizon.
Time is discrete and indexed by t€{0,1,2,---}. In each period, n infinitely
lived firms—with n being potentially large—produce the single good. Firms’
outputs, henceforth referred to as cash flows, are related via a network of long-
lasting relationships. This network can be conveniently described by a graph
consisting of a set of nodes, which represent firms, together with (directed)
edges joining certain pairs of nodes, which represent relationships. To fix
notation, let G, denote the network between n firms. Because I focus on the
effect of interfirm relationships on asset returns rather than on strategic network
formation, relationships are assumed to be exogenously determined and fixed
before 1=0.* Besides firms, a large number of identical, infinitely lived
individuals are aggregated into a representative investor with Epstein-Zin-Weil
preferences who owns all assets in the economy.

Kaltenbrunner and Lochstoer (2010) show that long-run risks endogenously arise in a standard production
economy model, even when technology growth is i.i.d., because of consumption smoothing. Kung and Schmid
(2015) show that a model of endogenous innovation and R&D is able to generate long-run risks, while Bidder and
Dew-Becker (2016) show that long-run risks can also arise in an economy in which investors are pessimistic and
not sure about the true model driving the economy. Collin-Dufresne, Johannes, and Lochstoer (2016) show that
parameter learning generates long-lasting risks that help explain standard asset pricing puzzles in an economy
in which investors are uncertain about the structural parameters governing the model economy.

See Demange and Wooders (2005), Goyal (2007), and Jackson (2008) for a detailed description of network
formation models. For models of endogenous formation of production networks, see Lim (2017), Oberfield
(2018), and Acemoglu and Azar (2020), among others.
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1.2 Firms’ cash flows

Firms’ cash flows vary stochastically over time and depend on aggregate
and firm-level shocks. Input, labor, and capital decisions are deliberately
normalized to one. Firm i’s cash flow at 1 +1, y; +,, follows

Yi,t+1 - .
log(%) = y+¢uo-€;l+l_af(zi,t+l)s l 6{13'”9”}’ (1)

t

n 1/n

where y, ¢,, 0, and a are nonnegative parameters. Variable ¥, =[]._,y;’

denotes the aggregate output of the economy at #, sfﬂm&d'/\/ (0,1) is an
aggregate productivity shock that affects all firms at 7+ 1, and z; ;4 is a shock
that affects only i at 7+1 and whose impact on i’s cash flow is captured by
f(zi++1). Because I focus on the influence of distress-like events on firms’
cash flows, only the magnitude of z; ;41, |z; ;+1 ], matters in Equation (1). Hence,
f(zi+1) 1s assumed to be an increasing continuous function of |z; ;+1| with a
nonnegative image.

A key feature of my model is that the propagation of shocks along
G, determines the dependence structure between shocks {zi,,+1}:l=l. While
enduring relationships may increase firms’ growth opportunities via efficiency
gains, they may also have unintended consequences, as they increase firms’
reliance on their neighbors and, in doing so, increase their exposure to negative
shocks affecting other firms in the economy.’ To capture such unintended

consequences in a simple way, z; ;41 is assumed to follow
Zit+l = ZtPtei+(/’r/0"7i,t+l» 2)

where 7; 141 l'ftd./\/' (0, 1) is an idiosyncratic shock to firm i atz +1, ¢, is a positive
parameter, P; is a n x n matrix, and Z, =[z1,,22,t,"**»2n,:] denotes the 1 xn
(row) vector of shocks at 7. Here, ¢; is a n x 1 selector vector that extracts the
i-th element of row vectors. In the same spirit as Long and Plosser (1983),
shocks affecting firms at # can also alter their output at ¢+ 1, and, as a result,
zZir+1 exhibits an autoregressive structure.®

To capture shock propagation along G,, matrix P; is defined as

In
P,=01+Y P, 3)
k=1

where I is the nxn identity matrix and P} is the k-th power of matrix
P = [ Di j,,]i]. whose (7, j) element measures the propensity of relationship (i, j)

Long-lasting relationships potentially allow firms to circumvent difficulties in contracting due to unforeseen
contingencies, asymmetries of information, and specificity on firms’ investments (see, e.g., Williamson 1979,
1983).

The assumption that shocks at ¢ can also affect firms’ output at #+1 is also consistent with the Kydland and
Prescott (1982) time-to-build idea, wherein multiple periods are required to build new goods and only finished
goods can be used in the production of other goods.

3054

20z Jequiejdag g} uo 1senb Aq 2GE10.2/ZE09BYU/SH/EB0L 0 L/10P/B[0IHE/SH/W00 dNO"OlWaPEDE//:SANY WO POPEOIUMOQ



Firm Networks and Asset Returns

to transmit shocks from i to j at period ¢. If there is no direct relationship
between i and j, then p;;,=0, V¢. Parameter ¥ €[0, 1) can be interpreted as a
lower bound of the persistence of firm-level shocks. Consequently, even in the
absence of relationships, shocks z; ;+ can exhibit an autoregressive structure.’

At a fundamental level, the precise value of p;; , captures interdependencies
between the cash flows of firms i and j at r. Such interdependencies—
which cannot be mitigated through contractual protections—may be driven
by specific characteristics of the relationship between i and j. Intuitively, the
higher p;;;, the higher the likelihood that disruptions affecting i also affect j
at 7. In the context of production networks, p;; , might capture restrictions firm
Jj faces when trying to switch from using firm i as a supplier at 7. The higher
Dij.i» the higher the switching costs j might face at ¢, and, thus, the higher the
likelihood that an adverse shock affecting i also affects j—as j might not be
able to restructure its production sufficiently fast to overcome i’s disruption in
production.

The first term in the right-hand side of Equation (3) allows firm-level shocks
to have persistent effects on firms’ cash flows. The second term captures shock
propagation along G,. This is because the (i, j) element of matrix P* keeps
track of the (propensity-weighted) number of paths of length k from firm i to
firm j. A path of length k between firms i and j is a sequence of (directed)
relationships from i to j wherein no relationship is repeated. As a result, the

term Z, ( Z; 1 Pk ) e;—where [, denotes the length of the longest path in G,—

effectively captures the expected size of the (cumulative) shock that i faces due
to the shocks affecting its (direct and indirect) neighbors. As a clear illustration

of this observation, note that z, (fo:l P,") e; can be rewritten as

In
> k 2 7 pl
2t E Pz e = Z: Pre; +oeet i Pe. )
k=1
= . shocks to i from shocks to i from
neighbors one step away neighbors [, steps away

As Equation (4) shows, all potential paths—through which shocks might
propagate along G,—are considered. And directionality matters as paths are
directed.

1.3 Distribution of {zi,,+1 }?=1

Given the dynamics of z; /1, the joint distribution of {z,-,m };.1:1 is determined
by two features: the precise architecture of G,, and the sequence of matrices
{P;};>0. Two special cases help better appreciate how these features reshape
such distribution. First, as propensities approach zero, z;,+; approaches the

Given a network architecture, the stationarity of firm-level shocks can be achieved by imposing an upper limit
on the magnitude of ).
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first-order autoregressive process
Ziprl = VZit+0y0 M a1 (5)

Hence, firm-level shocks become uncorrelated across firms and their inno-
vations normally distributed. Second, as parameter ¥} approaches zero, z;,
approaches

In

2 k
Zieet = 2| Y PF ) eitpno i, (6)
k=1

and, thus, the persistence of firm-level shocks z; ;. is fully determined by the
time series behavior of the sequence of matrices {P;},~¢. As a consequence,
if only one sequence of relationships exists between two firms, the longer the
sequence, the smaller the correlation between their firm-level shocks.

1.4 Temporal changes in shock propagation

To capture temporal changes in relationship-specific characteristics, propensi-
ties { Dijit } @) are allowed to vary over time. Such temporal variation may arise
from changes in complementarities between firms’ activities or the arrival of
new technologies that reshape the economy’s long-term growth prospects. To
facilitate the computation of equilibrium prices, I assume propensities follow
a first-order autoregressive Markov process. Hence, the sequence of matrices
{P;},>0 is also Markovian.

1.5 Discussion of modeling assumptions
The baseline model provides a parsimonious and tractable framework to
capture cascades of distress-like events. I focus on such cascades motivated
by a growing body of empirical work that shows that interfirm relationships
can serve as a propagation mechanism of adverse shocks, especially in times
of economic stress.®

Intuitively, the dependence structure between shocks { Zir+l }:Ll—captured
by Equations (2) and (3)—is consistent with the outcome of a variation of a
network reliability or percolation model wherein firm-level shocks propagate
from one firm to another in a stochastic manner. In a typical network reliability
model, edges are independently removed with some probability. Remaining
edges transmit a message. A message from i to j is transmitted as long as there
is at least one path from i to j after edge removal. Similarly, in a percolation
model, edges are removed at random with some probability. And remaining
edges percolate a liquid. The question in percolation is whether or not the liquid

An incomplete list of papers includes Hertzel et al. (2008), Boone and Ivanov (2012), Todo, Nakajima, and
Matous (2015), Barrot and Sauvagnat (2016), Boehm, Flaaen, and Pandalai-Nayar (2019), and Carvalho et al.
(2020).
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percolates from one specific node to another—which is similar to the problem
of transmitting a message in a reliability context.’

The dependence structure between shocks can also be generated as the
outcome of input-output models with roundabout production a la Long and
Plosser (1983). Within these models, any given good might be used as an input
in the production of any other good. Consequently, shocks affecting firm i
can also affect the output of any other firm whose production uses (directly
or indirectly) i’s output as an input.'”

2. Aggregate Consumption Growth

Aside from aggregate shocks, two features of the model are important to
understanding the distribution of aggregate consumption growth: (a) the
architecture of G, and (b) how firm-level shocks propagate along G,,, captured
by P, and its dynamics. In this section, I study how changes in these features
affect the distribution of aggregate consumption growth and, thus, reshape the

distribution of the pricing kernel.

Let ACpy Elog<cé—’;‘> and X4 Elog<Y’T‘;1) denote log consumption and
output growth at r+1, respectively. To prevent the model from generating
the counterfactual implication that dividends and consumption growth are

perfectly correlated, AC,,; and X;41 follow
Xeel = Hx +¢Az“t+1+¢’x03;(+1, @)

where ., ¢, and ¢, are parameters and &, ii’d./\/ (0,1) is a shock to aggregate

dividend growth that is mutually independent from shocks &£, and {#; .s1};_,.-
As in Campbell (1986), Cecchetti, Lam, and Mark (1993), and Abel (1999),
¢ represents the leverage ratio on equity. If ¢ =1, then the market portfolio
is approximately a claim to total wealth. For parsimony, consider a =¢ and
92=¢>+¢2. It then follows from Equations (1) and (7) that

- 1L .
ATt = pre—— Eﬂzi,m) +OE,, 8)
=
Wt+|

For more details about network reliability and percolation models, see Colbourn (1987), Grimmett (1989),
Stauffer and Aharony (1994), and Newman (2010, chap. 16.1).

Many of these models build on the Long and Plosser (1983) multisectoral model of business cycles and are
commonly used to study how microeconomic shocks translate into aggregate fluctuations. An incomplete list of
papers using such a framework includes Horvath (1998, 2000), Dupor (1999), Shea (2002), Conley and Dupor
(2003), Carvalho (2010), Foerster, Sarte, and Watson (2011), Acemoglu et al. (2012), Carvalho and Gabaix
(2013), Carvalho (2014), Acemoglu, Ozdaglar, and Tahbaz-Salehi (2017), Herskovic (2018), and Dew-Becker
(2023). A complementary approach to this literature explores how interfirm relationships are determined as
the endogenous outcome of a stochastic process by which customers and suppliers are matched (see, e.g., Lim
2017; Oberfield 2018; Acemoglu and Azar 2020). Although equilibrium outcomes are derived using different
techniques, the way that shocks propagate across trading partners is similar in both approaches once the matching
mapping has been determined.
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where parameters satisfy y=pu,+@u.. And shocks satisfy g.ef,, =def, +
oxer,, and var, (¢£,;)=1. Intuitively, W,,; captures the influence of cascades
of distress on the average firm at #+1. It follows from Equation (8) that the
distribution of Ay, critically depends on W,,;. Given the dynamics of firm-
level shocks, W, is affected by matrix P, and the architecture of G,. As a
result, these two features reshape the distribution of Ac;,.

As an illustration of the importance of P, and G, in determining the
distribution of AC;,, consider a simplified version of the baseline model
in which variables { f (Zi,t+l)}2l=1 are Bernoulli distributed. And whose states
depend on whether firms are affected by negative shocks. Suppose that in
each period, every firm can face a negative shock independently of others
with probability 0 <g <1. A negative shock to firm i also affects firm j, and,
thus, f(z;:+1)=f(zj+1)=1 if two things happen: (1) there exists a sequence
of relationships between i and j in G,, and (2) every relationship in that
sequence transmits shocks at #+1. In each period, every relationship either
transmits shocks or does not, independently of all others, with probability
0<p=l.

Within the context of the simplified model, now consider two cases. First,
suppose there are no relationships. In this case, { f (@it )};':1 is a sequence of
i.i.d. Bernoulli random variables and nW,,; follows a Binomial distribution.
By the Central Limit Theorem, /n(W,;; —g) is normally distributed as n
grows large. Provided the absence of relationships, matrix P, is irrelevant to
determining the distribution of A¢;;;—as the unconditional mean and variance

q(1—¢) ;
of «/nW,, are g and 1, respectively. Second, suppose every firm has two

relationships. In this case, { f (Zi,t+l)}?:1 is a sequence of dependent Bernoulli
random variables and nW,,; approximately follows a Binomial distribution if
p is sufficiently small. Here, the precise value of p—which determines matrix
P,—affects the distribution of consumption growth, as the unconditional mean
and variance of W, are approximately = and @, respectively, where
wel0,1]solves t =g+(1—q)mp(xp+2[p(1 —n)+x(1—p)]).

At a fundamental level, the idea is simple. Although W,,, is the aggregation
of shocks to individual firms, there is no guarantee that A¢;,; is normally
distributed. This is because, in the presence of relationships, { [ (@it )}:.'=l isa
sequence of dependent random variables. Figure 1 illustrates this observation
numerically within the context of the simplified model. The left panel depicts
an economy with five firms along a star network. The right panel depicts the
density function of \/n W, for such architecture. As the right panel shows, the
distribution of /n W;,| may differ from a normal distribution if p is sufficiently
close to one. In particular, as p tends toward one, the distribution of /nW,,
tends to be bimodal.!!

Within the context of this simplified model, Section IIL.A in the Internet Appendix explores the distribution of
Wi, for finite n. Simulations show that the distribution of A¢;,; may differ from a normal distribution for a
large variety of network architectures. In particular, within the baseline model, if some elements of matrix P;
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Finpirical Probability Density Function of /7,
14 T T T T T T

Figure 1

Contagion and distribution of W, ;.

This figure illustrates how changes in p affect the distribution of W;,.| within a simplified version of the baseline
model. The left panel depicts an economy with five firms connected along a star network. The right panel depicts
estimates of the density function of \/nW;,| when p €{0.1,0.5,0.9}.

Despite the existence of relationships—and the convoluted dependencies
they may generate between firm-level shocks—the architecture of G, and
sequence {P;},-( can be restricted so that (1) the distribution of W;,; can
be approximated by well-known distributions, and (2) A¢,,; is normally
distributed as the economy grows large. If A¢;,; is normally distributed,
keeping track of temporal changes in the distribution of A¢;,; is equivalent
to keeping track of temporal changes in averages and standard deviations.
As a result, the dynamics of consumption growth can be recast as a version
of Hamilton (1989) Markov-switching model. Section III of the Internet
Appendix provides conditions under which W, follows a normal distribution
as n grows large.

3. Asset Pricing

To appreciate how the propagation of shocks along the network can reshape
asset returns, this section embeds the output correlation structure, jointly
determined by G, and the sequence of matrices {P;},-(, into a standard
asset pricing framework. For ease of exposition, I now show the mechanisms
working at equilibrium via approximate analytical solutions. See the appendix
for the derivation of these solutions.

To account for asset pricing phenomena that are challenging to address with
power utility preferences, the representative investor exhibits Epstein-Zin-Weil

are sufficiently close to one and Gy, is locally connected—that is, there is at least one sequence of relationships
between any two firms in an arbitrarily large neighborhood around any given firm—then a nonnegligible fraction
of firms in the economy are almost surely affected by negative shocks. Therefore, the distribution of A¢;, may
exhibit thicker tails than a normal distribution would.
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preferences and, hence,

1
N
-y P

_ l_% =y [ 1=y
U= [(=pC " +pE[ UL | ©

represents her utility at period f. Parameter w >0, w #1, represents the
intertemporal elasticity of substitution (IES), y > 0 is the coefficient of relative-
risk aversion for static gambles, and £ > 0 measures the subjective discount
factor under certainty. Consequently, the logarithm of the pricing kernel is
given by

0 -
My = 910g([>’)—;Act+1+(9—1)ra,z+1, (10)
where 0= ]I_;i and r, .1 denotes the log gross return on aggregate wealth at

W
t+1.12 The stock return of firm i can be determined using the pricing kernel
and the representative investor’s first-order condition

E, [exp(mt+1+ri,z+1)] =1, (1)

where r; ;41 denotes the log gross return of firm i at £ +1.

3.1 Aggregate asset pricing implications
As the economy grows large, W, approximately follows

12)

w
Wit = pwtpoWitow€.,

where aw,,el‘fl =(W;1 —E,;[W;41]) is an innovation to the susceptibility of

the average firm to cascades of distress—which is normally distributed and
mutually independent of &, ; and &7, ,. Given how shocks propagate along G,,
&, can be thought of as shocks to network connectivity. Because propensities
and, thus, matrices {P,},. are time-varying, variable o,,; varies over time. As

a result, innovations to the pricing kernel can be approximated by
~ w
My —E (m) ~ Xa8?+1+XXS;+I+XW18t+1: (13)

where y,, xx, and yw, capture the exposure of the pricing kernel to aggregate
productivity shocks, aggregate dividends shocks, and shocks to network
connectivity, respectively.

Intuitively, a positive shock to network connectivity increases the likelihood
of contagion, decreasing aggregate output and consumption, and, in doing so,

T use standard terminology to describe y and . If y = % these recursive preferences collapse to the standard

case of Von Neumann-Morgenstern time-additive expected utility. The functional form of the pricing kernel
when y =1 is different from the one shown above (for more details, see Weil 1989, appendix A).
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increasing marginal utility. Consequently, contagion risk is being priced and
innovations in network connectivity carry a negative price of risk.

Because 0., ; varies over time, variable yy, is time-varying as well. Thus, the
conditional volatility of the pricing kernel is not constant. Because innovations

a X w 3
el1> €, and g7, are mutually independent of each other,

var, (M) & o+ x2+ 0w, (14)

Therefore, time variation in the volatility of the pricing kernel is solely driven
by temporal changes in network connectivity.

3.2 Cross-sectional asset pricing implications

To better understand how contagion risk is priced in the cross-section, I now
study firms’ betas with respect to contagion risk. The first-order condition of
the representative investor can be rewritten as a beta pricing model,

E[ (eri,/+1 _ ei”f,[) — <COV, (eri’Hl > emHl )) < —var; (emHl ))’ (15)

var, (e™+1) E; (em+1)

ﬂi,t iﬂ,

where 7, denotes the logarithm of the risk-free rate at ¢, §; ; denotes firm i’s
quantity of risk at 7, and 4 7 denotes the conditional price of risk at 7. Notably,
within the model,

~ N
P o cov; (ml+1ari,t+l) ~ Aa"'i,‘,,co (16)
——

(AW,"'Qi,r"'Ki,t)

That is, a firm’s quantity of risk is jointly determined by (a) innovations
in aggregate productivity, captured by 4,, and (b) innovations in network
connectivity, captured by /lﬁltc.

Importantly, AC encompasses three sources of variation on firms’ betas.
The first term, Ayw,, captures the exposure to innovations in the susceptibility
of the average firm to cascades of distress, W,,;—and it is equal across firms.
Because firms exhibit a significant decrease in cash flow growth when shocks
hit, consumption growth is altered by W,,;. Consequently, when network
connectivity increases, firms become more vulnerable to shocks affecting
others. As a result, firms command higher average returns, as contagion risk
commands a negative price of risk and W, is negatively correlated with
consumption growth.

The second and third terms within AleC, 0i; and x; ., are the sole sources
of heterogeneity in quantities of risk in the cross-section. First, g; , captures
the exposure to innovations in firm i’s susceptibility to shocks affecting its
(direct and indirect) neighbors. From a shock propagation perspective, this
term captures how isolated firm i is from its neighbors. When firm i is less
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susceptible to shocks affecting its neighbors, i serves investors as a hedge
against shocks to neighboring firms and, thus, commands lower average returns
than its neighbors. Second, «; ; captures the equilibrium price effects associated
with contagion and relates to the comovement between two different sets of
firms: i’s neighboring and nonneighboring firms. When i’s neighboring firms
are less susceptible to shocks affecting other firms, they serve investors as a
hedge against shocks affecting i’s nonneighboring firms. Because equilibrium
prices react to this comovement, the quantity of risk of i and its neighbors
decreases as long as this hedging effect dominates.

In sum, the quantity of risk associated with innovations to network
connectivity is jointly shaped by three elements within the model: (a)
innovations in W;,, (b) the comovement between i and its neighbors (within-
group covariation), and (c) the comovement between i’s neighboring and
nonneighboring firms (across-group covariation).

4. Calibration

So far, the model illustrates how changes in the propagation of shocks along the
network can reshape equilibrium returns. I now calibrate the model to match
several key structural features of supplier—customer networks in the United
States and explore the extent to which such model quantitatively explains asset
market phenomena. Following Campbell and Cochrane (1999) and Bansal and
Yaron (2004), among many others, I assume that the decision interval of the
representative investor is monthly but the target data to match are annual.
Throughout the calibration exercise I assume f(z)=z>. Section 4.1 describes
the data. Section 4.2 describes how I calibrate G, and the sequence of matrices
{P,},0- Section 4.3 describes the selection of the rest of parameters.

4.1 Data
4.1.1 Material relationships between U.S. public firms Iuse annual data on
relationships between U.S. public firms and their major customers to identify
material relationships. The Statement of Financial Accounting Standards
(SFAS) No. 131 requires public firms to report information about customers
that represent more than 10% of their annual revenues or sales; firms sometimes
report customers below the 10% threshold. Reported customers’ information is
available on the COMPUSTAT Segment files. However, sometimes customers’
names are abbreviated inconsistently over time. For these cases, I use a string-
matching algorithm, similar to the one used by Atalay et al. (2011), which
generates a list of potential customers in COMPUSTAT.!? I then select the best
match by inspecting a firm’s name and industry information.

The data set spans from 1980 to 2019 and consists of 8,238 public firms.
Similar to Barrot and Sauvagnat (2016), I consider firms i and j to be connected

I thank Enghin Atalay for providing his code.
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Table 1
Firm statistics: Industry groups and most connected firms

A. Industry groups

Industry Firms
Construction 78
Finance, insurance, and real estate 525
Manufacturing 4,082
Mining 588
Retail 304
Service 1,478
Transportation, communications, electric, gas, and sanitary 811
Wholesale 271
Nonclassifiable establishments 101
Total 8,238

B. Most connected firms

1980 to 1999

1980-1984 1985-1989 1990-1994 1995-1999
Name N Name N Name N Name N
GM 430 GM 503 Walmart 468 Walmart 702
Sears 254 AT&T 427 AT&T 456 GM 435
Ford 238 IBM 345 GM 434 IBM 385
IBM 205 Ford 292 IBM 376 Ford 376
AT&T 146 Sears 198 Ford 367 AT&T 367

2000 to 2019

2000-2004 2005-2009 20102014 20152019
Name N Name N Name N Name N
Walmart 686 Walmart 684 Walmart 599 Walmart 511
GM 352 Cardinal 205 Cardinal 204 McKesson 182
Ford 281 GM 190 McKesson 182 AB 173
IBM 182 McKesson 188 AB 173 Cardinal 166
Motorola 161 Ford 168 AT&T 165 Ford 136

This table reports firm statistics for the baseline sample. The sample contains 8,238 public firms. Suppliers are
spread across 67 (SIC2) industries, whereas customers are spread across 65 (SIC2) industries. Panel A reports
the distribution of firms across major industry groups. Panel B reports the total number of annual relationships—
considering both customers and suppliers—of the five most connected firms in the following 5-year intervals:
1980-1984, 1985-1989, 1990-1994, 1995-1999, 2000-2004, 2005-2009, 2010-2014, and 2015-2019. GM,
General Motors; Cardinal, Cardinal Health; AB, AmerisourceBergen.

in all years ranging from the first to the last year that i reports j as one of
its major customers. This assumption yields 57,464 unique annual supplier—
customer relationships. Table 1 reports statistics for firms in the sample. Panel
A reports the distribution of firms across major industry groups. About 67%
of companies are classified as either manufacturing or service firms. Panel B
reports the evolution of the set of most connected firms. Large manufacturers
and department stores, such as General Motors, Ford, and Sears, dominated the
early eighties. By the end of the sample, the shift in activity from manufacturing
to retail and healthcare services is widespread, with Walmart, McKesson,
AmerisourceBergen, and Cardinal Health being the most connected firms.
Although the size distribution of firms’ customers is tilted toward large
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companies, the distribution of firms’ sizes still resembles the size distribution
of the CRSP universe.

4.1.2 Propensities Pivotal for my analysis is identifying the propensity of
relationships to transmit firm-level shocks. Unfortunately, propensities of
supplier—customer relationships are unobservable. To deal with this challenge,
I rely on a composite of two measures.'* The first measure is the percentage
of annual sales that customers represent for their suppliers. The higher this
percentage, the more likely it is that the relationship is important for both
the supplier and the customer. The second measure uses information about
the specificity of suppliers, as evidence documented by Barrot and Sauvagnat
(2016) suggests that input specificity is a key driver in the propagation of
idiosyncratic shocks along production networks. Their idea is simple: the
more specific supplier i’s output, the higher the likelihood that adverse shocks
affecting i also affect its customers.
With these measures in hand, I proxy for p;;; as

pij: = p+(% company i’s sales accounted for by j at ¢)
X ( specificity of i at t), a7

where p=0.18 represents the average percentage of total sales customers
represent from their suppliers in the sample. Having p in Equation (17) ensures
contagion risk plays a significant role in the calibrated economy without
changing the model’s cross-sectional or time-series properties. '3

Percentages of annual sales are obtained from COMPUSTAT. To measure
the specificity of suppliers, I construct a composite of three measures of input
specificity from the replication files of Barrot and Sauvagnat (2016) and Kogan
etal. (2017) as well as COMPUSTAT. Following Barrot and Sauvagnat (2016),
I assume that firms are more likely to produce specific goods if they (a) operate
in industries producing differentiated goods, (b) have high levels of R&D, or (c)
hold a large number of patents. In particular, I define three indicator variables
for each supplier-year: lf;’l equals one if supplier i is considered to produce
specific outputs at ¢ along dimension s, and zero otherwise—where s € S=

Using the model to uncover propensities from market data is possible only under restrictive assumptions
regarding the model parameters. Thus, I resort to the empirical literature for guidance on how to build reasonable
proxies. Although the baseline model allows me to capture a fairly general family of dependencies between
firms’ cash flows, such flexibility comes at a cost. Because the shock propagation mechanism is combinatorial
in nature, uncovering propensities from market data tends to be intractable. In particular, as the economy grows
large, it becomes difficult to pin down propensities from asset returns (or a function of them) unless one imposes
(unrealistic) restrictions on the network architecture or the value of certain parameters.

Instead of trying to impose a specific functional form on p;; ;, this parameterization intends to capture a basic
idea in the simplest way possible. The higher the percentage of company i’s sales accounted for by j or the higher
the specificity of i, the higher the likelihood that shocks affecting i also affect j. As both of these dimensions
can change over time, the propensity of relationship (i, j) to transmit shocks can also vary over time.
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Table 2
Relationship statistics

A. Annual level

Obs Mean 25th Median 75th Min Max
% sales 57,464 18.53 9.29 13.63 22.00 0.19 100
Specificity 57,464 29.70 0.00 33.33 33.33 0.00 100
Rauch 55,669 55.93 0.00 100 100 0.00 100
R&D 57,464 5.23 0.00 0.00 4.44 0.00 99.86
Patent 57,464 20.98 0.00 0.00 2.00 0.00 8,629
DPijt 57,464 23.88 18.06 21.56 26.17 18.06 100
Duration 57,464 9.32 4.00 7.00 13.00 1.00 40

B. Relationship level

Obs Mean 25th Median 75th Min Max
|AC1| % sales 6,771 32.36 12.50 28.94 50.00 0.00 94.07
|AC2| % sales 6,771 26.54 11.42 24.62 41.75 0.00 89.36
|AC1] specificity 1,985 29.50 16.70 25.00 44.30 0.00 88.30
|AC2| specificity 1,985 23.70 10.00 21.70 33.30 0.00 83.30
|AC1] pijq 4,327 30.64 12.24 26.32 48.07 0.00 92.92
|AC2| pijr 4,327 26.29 11.74 25.11 40.47 0.00 85.68

This table reports statistics of supplier-customer relationships in the baseline sample. The sample contains 13,863
relationships between different pairs of firms from 1980 to 2019, representing 57,464 different relationship-year
observations. Panel A reports summary statistics at the annual level for (a) the percentage of sales that customers
represent for their suppliers, (b) the specificity of suppliers, (c) suppliers’ Rauch (1999) score, (d) suppliers’
R&D score, (e) suppliers’ patent score (which represents the number of patents issued by suppliers in the past 3
years), (f) p; j;, and (g) the duration of relationships in years. Panel B reports summary statistics at the relationship
level for relationships that last at least 3 years. |AC1| and |AC2| report the absolute value of the first and second
autocorrelation coefficients for (a) the percentage of sales that customers represent for their suppliers, (b) the
specificity of suppliers, and (c) the propensity of relationships. Columns Obs denote the number of nonmissing
observations used to compute summary statistics. Summary statistics are in percent with the exception of the
number of patents and duration in panel A.

{Differentiated Goods, R&D, Patents}. Supplier i ’s specificity at ¢ is defined as

the average between variables {1} _..'°

4.1.3 Firm-level financial data Monthly returns, prices, and shares out-
standing are obtained from CRSP and the CRSP COMPUSTAT Merged
Database. All continuous variables are winsorized at the Ist and 99th
percentiles of their distributions.

4.1.4 Summary statistics The sample contains 13,863 relationships between
different pairs of firms. Table 2 reports summary statistics. Panel A presents

I use Rauch scores to determine industries producing differentiated goods. Rauch (1999) classifies inputs into
differentiated or homogeneous depending on whether goods are traded on an organized exchange. Each industry
is coded as being sold on an exchange, reference priced, or homogeneous. Rauch scores capture the share of
differentiated goods produced in a given industry. If a supplier belongs to an industry with higher scores, it
is more likely such a supplier produces specific outputs. R&D scores capture the ratio of R&D expenses over
sales at the firm-year level. This ratio aims to capture the importance of relationship specific investments. In the
same spirit as Barrot and Sauvagnat (2016), firm i’s R&D score at ¢ is determined by i’s score at  —2. This is
because the benefits of R&D might take some time to materialize, and, thus, current R&D expenditure might
not be necessarily informative about the current specificity of a firm. Following Barrot and Sauvagnat (2016), I
determine supplier i’s patent score at ¢ by computing the cumulative number of patents firm i issued from 7 —3
to r — 1. This number aims to capture restrictions on alternative sources of inputs. For each dimension, a supplier
is considered to produce specific outputs at ¢ if its score is greater than or equal to the average score of suppliers
in year ¢.
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Table 3

Structural characteristics of supplier—customer networks

Characteristic Mean S.D. Benchmark
Number of firms 1,326.77 309.28 1,340
Number of relationships 1,436.60 352.90 1,470
Average number of suppliers per firm 1.07 0.04 1.10
Average number of suppliers and customers per firm 2.15 0.09 2.20
Number of connected components 153.37 29.31 153

This table reports structural characteristics of supplier—customer networks generated at an annual frequency
from the baseline sample as well as characteristics of the benchmark economy. Firms i and j are connected in
the network of year 7 if (1) firm 7 reports j as a major customer, and (2) information to construct proxies for p;; ;
is available. The number of connected components per network is computed via a depth-first search algorithm as
in Tarjan (1972). Column Benchmark reports structural characteristics of the network in the benchmark economy
(depicted in Figure 2). The benchmark economy considers relationships that last 10 years or more.

statistics at the annual level. The average and median percentages of sales that
customers represent for their suppliers are 18.53% and 13.63%, respectively,
whereas the average and median for suppliers’ specificity scores are 29.70%
and 33.33%. The main variable of interest is the propensity of relationships to
transmit adverse shocks. The average and median for this variable are 23.88%
and 21.56%, respectively. On average, there are 9.3 years between the first and
the last year a firm reports another firm as a major customer. That is, material
relationships are long-lasting in the sample.

To examine the persistence of the above variables, panel B presents statistics
regarding autocorrelation coefficients computed at the relationship level. The
average magnitude of the first and second autocorrelation coefficients for the
percentage of sales that customers represent for their suppliers are 32.36% and
26.54%, respectively, and their medians are 28.94% and 24.62%. The average
magnitude of the first and second autocorrelation coefficients for suppliers’
specificity scores are 29.50% and 23.70%, respectively, with medians of 25%
and 21.70%. Propensities are also fairly persistent as the average magnitude
of the first and second autocorrelation coefficients are 30.64% and 26.49%,
respectively, with medians of 26.32% and 25.11%.

4.2 Uncovering G, and propensity matrices { P}~

4.2.1 Uncovering G,. To calibrate G,, I first construct firm networks at an
annual frequency over the sample; nodes represent firms and links represent
supplier—customer relationships. Table 3 reports averages and standard devi-
ations for key structural characteristics of U.S. supplier—customer networks.
In an average year, there are 1,436 relationships between 1,326 firms. And
the average supplier—customer network exhibits 153 different connected
components. !’

Figures 1, 2, and 3 in Section X of the Internet Appendix help illustrate the fact that U.S. production networks are
highly asymmetric, meaning that the majority of firms have either one or, at most, two connections, while only
a few firms are connected to many others. As a result, their degree distributions—which measure the frequency
of firms with a given number of customers and suppliers—are highly skewed to the right.
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Figure 2
Benchmark G,
This figure illustrates the network of the benchmark economy.

Although production networks vary over time, my model assumes that the
architecture of G, is fixed. To help reconcile my model with the data, I use the
duration skeleton of the above time series of networks as a proxy for G, . Instead
of relying on the architecture of any given year, the duration skeleton aims to
extract essential structural features from the time series of annual networks that
are typically concealed by their size and dynamic nature. Here, the duration
skeleton consists of all pairs of firms whose relationships last, at least, 10
years—which is about the average duration of relationships in the sample.'®

Figure 2 depicts the network architecture of the benchmark economy,
which contains 1,470 relationships among 1,340 firms and 153 connected
components. Notably, as Table 3 shows, this architecture is largely consistent
with several structural moments of the time series of U.S. production networks.

Intuitively, the duration skeleton captures a simple idea: the more lasting the relationship, the higher the likelihood
such a relationship is part of the essential network architecture through which shocks are potentially propagated.
Consequently, the duration skeleton better reflects the importance of long-term relationships than other methods
often used in the literature, such as community clusters or backbones. At the basic level, the concept behind
the duration skeleton is similar to that of the high-salience skeletons. To reduce large-scale networks to their
core components, Grady, Thiemann, and Brockmann (2012) use links with high salience to define the skeleton
network. Because the salience of a network is computed as a linear superposition of all shortest-path trees, links
with high salience are basically those that help connect most of the nodes in the network and, thus, better capture
the set of links along which information could potentially flow within a large and complex network. Although
the analogy is not perfect here, the notion of the duration skeleton aims to capture a similar idea.
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4.2.2 Uncovering {P;},., To appreciate the relevance of heterogeneity in
propensities across relationships, I calibrate the model under two distinct
environments. Model I helps keep parsimony by assuming that all propensities
are equal across relationships and determined by a single stochastic process,

pt+l=,up+6ppt+0-pet+l) (18)

where €41 = N(0,1). T set 41, =0.0345, 6,=0.8550, and ,=0.0021 so their
values match the dynamics of the average relationship in the sample.

Because differences in institutional features across economic sectors are
likely to generate differences in propensities in the cross-section, Model II
allows propensities to vary across relationships. In particular, Model I assumes
that the propensity of relationship (i, j) follows

Dijt+1=Hij +9ijpij,t+0'ij€;il, (19)

il Y (0,1) and are mutually independent across

relationships. Parameters x;;, 0;;, and o;; are set equal to their estimates

from running a regression akin to Equation (19) with data at the relationship

(i, j)-level. Although introducing this type of heterogeneity comes at the

cost of losing parsimony—as there is one set of parameters (u;;,0;;,0;;) per

relationship (i, j)—Model II continues to exhibit a Markovian structure as

in Model I, which allows me to solve for firms’ stock prices and returns in
equilibrium.

where innovations e’

4.3 Selecting the rest of parameters

Because the first two moments of W, depend on how shocks propagate
along G,—which, in turn, depends on the dynamics of propensities—the
precise value of certain parameters can differ between Models I and II. The
choice of the rest of parameters is designed to match observed annual data on
consumption and dividend growth and, at the same time, allow both models to
produce realistic asset pricing features.

For ease of exposition, these parameters can be separated into four groups.
Parameters in the first group define the preferences of the representative
investor. I set £=0.9985 and y =10 in Model I and £#=0.9975 and y =2.5
in Model II. And I set w=1.5 in both models. Parameters in the second
group define the process for aggregate consumption growth. To generate an
unconditional mean and volatility of consumption growth similar to the ones
found in the data, I set x.=0.0041 in Model I and x.=0.0020 in Model II.
And I set 0 =0.0032 in both models. Parameters in the third group define
the process for dividends and its correlation with consumption. To generate
a realistic unconditional mean and volatility of dividend growth as well as its
correlation with consumption growth, I set y=0.0102, ¢=3, and ¢,=14.279
in Model I. And y=0.0043, ¢ =4, and ¢, =14.2 in Model II. Finally, to allow
both models to generate realistic equity premiums, I set ) =0.85 and ¢, =4.133
in Model I. And ¥ =0.72 and ¢, =2.057 in Model II. Table 4 summarizes the
key parameter values in both models.
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Table 4
Benchmark parameterizations
Parameter Model I Model I
Preferences:
g 0.9985 0.9975
y 10 2.5
7 1.5 1.5
Consumption:
Ue 0.0041 0.0020
o 0.0032 0.0032
Dividends:
y 0.0102 0.0043
¢ 3 4
Pa 14.279 14.200
Shock propagation:
v 0.850 0.720
oy 4.133 2.057

This table reports the list of parameter values in the benchmark parameterizations of Models I and II. The first
group of parameters defines the preferences of the representative investor: f represents the time discount factor, y
represents the coefficient of relative-risk aversion for static gambles, and y represents the intertemporal elasticity
of substitution. The second group defines log aggregate consumption growth in Equation (8). The third group
defines aggregate output and its correlation with consumption growth in Equation (7). The fourth group defines
the dynamics of distress-like events in Equation (2).

5. Implications of Calibrated Models

This section quantitatively evaluates the ability of calibrated models to
rationalize features of stock returns. It shows that changes in the propagation
of shocks along networks that replicate key structural characteristics of U.S.
supply chains are important to understanding variations in stock returns in
both the aggregate and the cross-section. Section 5.1 shows that both models
generate long-run consumption risks. Section 5.2 shows that both models
also generate realistic cross-sectional patterns of portfolio returns sorted by
firm-level centrality. Section 5.3 shows that parameter ¥ plays a smaller
role in models wherein propensities vary across relationships as in the data.
Section 5.4 emphasizes the relevance of downstream propagation (where
shocks travel from suppliers to customers) for the cross-sectional results.

5.1 Aggregate implications

Table 5 reports the aggregate moments generated under benchmark parameter-
izations. Models I and II generate moments largely consistent with those found
in the data. In particular, both models deliver realistic averages and volatilities
of consumption and dividend growth. Although both models generate a
somewhat small first autocorrelation coefficient of consumption growth, they
both deliver a small and stable risk-free rate and realistic values for the average
market return, its volatility, and the average equity risk premium.

In addition to generating realistic values for the above moments, both
models generate a persistent component in expected consumption growth and
stochastic consumption volatility that are largely consistent with those assumed
by the long-run risks (LRR) model of Bansal and Yaron (2004). As Bansal and
Yaron (2004) and Bansal, Kiku, and Yaron (2012) show, these two features,

3069

20z Jequiejdag g} uo 1senb Aq 2GE10.2/ZE09BYU/SH/EB0L 0 L/10P/B[0IHE/SH/W00 dNO"OlWaPEDE//:SANY WO POPEOIUMOQ



The Review of Financial Studies [ v 37 n 10 2024

Downloaded from https://academic.oup.com/rfs/article/doi/10.1093/rfs/hhae032/7701357 by guest on 18 September 2024

“SIURIOYIR09 (1)JV 10§ 1deoxa sjutod aFeiuedrad ur Are son[ea [ "SUONE[IWIS SSOIOE SONSIEIS Jo UONNGLISIP oy} Jo sa[nuadiad 106 PUE ‘y6/ “y0S ‘ST ‘01 U Modar yig6 pue

WGL ‘YOS “WST ‘YT SUWN[OY) "SUOHB[NWIS SSOIOE SONSIIL)S 9FLIIAL AU} S110daT UBSJA UWN[O)) "SIBAA () JI3Y) ()1 BIEp Y 0) 9[qerediiod ST UOHB[NWIS YOord ‘UONIPUOD [BNIUT 9Y} WOIJ SBIq
Q)eUTWI[S 0) PAPILSISIP ATe UONB[NWIIS (OB UT SUOTIBAIISQO ()9 ISITJ O asNedoq "SUOTIBAIISQO ATYIUOW ()G UM [IBD ‘SUOTIR[NWIS O[Te)) AUOA 000 ] U0 Paseq I S[Opoul yioq JO Sonsme)s
AU, "eIe( uwnjod ur payiodal pue 610 0 086] WOIJ SUONEAIISQO [ENUUE UO PISEq dI8 BIEp ) J0J SONSHE)s AU, “Uonejul gDJ PUE S[[Iq AINSEAL], IUOW-¢ UO P[IIK Y} U00MIOq UIJIP Y}
£q payewrxoxdde ore josse 901-ySLI 9} UO SUINIAI ‘UONEB[JUl gD pue orjojiiod pajySom-oniea JSYD oYl UamIdq 2dudIaljip ay) £q parewrxordde are sumjor josIey “gDd y) Sursn pajefjop
are sennuenb [eurwou [fe ‘orjopiod pajySrom-anfes (OVASVN/XANY/ESAN) dSUD Y} WOIJ oI8 SPUIPIAIP Pue (V) SISA[BUY OIUOUOIH JO neaing 'S’ AU} WOIJ SIOIAIIS PUB SI[QEINPUOU
rear axe uondwnsuod uo eje( ‘Aousnbaiy [enuue ue 0} payeserdSe-own a1e sanfea pariodar ‘ejep Ay) Pue [EAINUI UOISIOP A[YIUOUI B 0} PIAJBIGI[LD JIB YOIYM ‘S[9POW )0q Udam}aq uostreduwrod
Q)eIIIOR] OT, [] PUE [ SOPON (PIM PAJeIouas ejep Poje[nuils wWolj sjudwow s31odar osye 1 “sIoNIeul Jasse pue ‘Yimois puaplalp ‘yimoIs uondwnsuod 10y syuawowr Ay syrodor o[qes Iy,

8I'TI £€v'6 SY'L 8CT'¢ or'e 6¢°L 1671 Y0°€l oI'lT S0'6 1L SI'11 €68 wnrwoaxd ysir Amba Say
960 S0 8C°0 Sr'o 80°0 0 060 SL'O 290 0 0 S yT'e Q1R 3AIJ-YSLI "[OA
681 S8l 8L'1 89°1 0s'1 €Ll SI'e LOE 96'C ¥8°C ILe 6T Lyl el 201-ys1 “SAY
¥9'9C 81T 981 SS9l 81°¢l £6'61 €5°LT €0°ST Sv'ce §60t 1681 86'CC €691 UIMI Jd et “JOA
€6'Cl 6111 £T6 60°L LT'S 81°6 68°L1 0091 LOV1 9611 61°01 1yl 0001 wInar e SAY
£6'81 9¢'LT 8¢9l SI'el 901 wol L8l 0S'LT €091 80°C1 10¥1 €91 6191 PUSPIAIP 50 "[oA
L9°9 or-s £€e'e ha! 0T0— 6C'¢ €99 0 (423 8Y'1 S0°0 6T'¢ 67°¢ puopIAIp 30 “SAY
0€°0 0’0 SO0 S0'0— y1'0— L00 €0 sTo SI'o ¥0°0 S0'0— SI'o 9¢°0 uondunsuod 50[ (1)JV
(7! oWl STl (48! 0°1 se'l €Ll LST w1 6C'1 611 Sl L1 uondwnsuod 50 ‘[op
8CC 91'C 00C 181 091 L6'1 €€'C L1'C 86'1 8L'1 LS'1 L6'1 L6'1 uondumsuod So[ “5Ay

o6 weL Pos pee wot BNl o6 wsL wos pee wot BN eumsy d[qeLreA

1T [°POIN T 19POIN ered

suoneziPwered YIBWYIUI(Q JIPUN SJUIWOW 3)eFI33Y

S dIqBL

3070



Firm Networks and Asset Returns

together with Epstein-Zin-Weil preferences, help quantitatively explain a
variety of important asset market phenomena.!” Table 6 reports summary
statistics of several similarity measures of time series generated with Model I
(or II) and the LRR model. To compute averages and standard deviations,
I sample from both calibrated models and the LRR model to construct
two distributions for each similarity measure: one for expected consumption
growth, E;[AC:, ], and one for the conditional volatility of consumption
growth, Vol;[AC,,;]. As Table 6 suggests, both models generate similar
time series for conditional expected consumption growth and conditional
consumption volatility. Taken together, these results are consistent with the
idea that shock propagation along production networks represents an important
source of long-run risks.

Calibrated models generate a persistent component in expected consumption
growth and stochastic consumption volatility for two reasons. First, the archi-
tecture of G, is fixed, and, thus, relationships are long-lasting. Second, network
connectivity is fairly stable over time. Consequently, the connectivity of the
production network—and, thus, the shock propagation mechanism—changes
infrequently in both benchmark economies. These infrequent changes generate
low-frequency movements in firms’ growth prospects, which, in turn, generate
a persistent component in aggregate output and expected consumption growth.

Changes in the shock propagation mechanism are infrequent because firms
engage in enduring and stable relationships with their major customers. For
instance, in the data, these relationships last more than 9 years on average.
In doing so, such relationships generate long-term interdependencies among
firms’ cash flow growth rates, driving low-frequency movements in aggregate
output growth. In turn, these low-frequency movements generate persistent
changes in aggregate consumption growth in equilibrium. In such an economy,
an adverse shock to an individual firm can affect not only the current cash
flows of all its neighboring firms but also the long-term growth prospects of
all such firms, thereby enhancing the temporal effect of adverse shocks to
individual firms.

5.1.1 Empirical support for the aggregate model predictions Because my
model emphasizes the long-run implications of low-frequency changes in the
propagation of shocks along production networks, it is important to provide
support for its aggregate predictions.

Since Bansal and Yaron (2004), several authors have used the long-run risk framework to explain an array of
market phenomena. For instance, Kiku (2006) provides an explanation of the value premium within the long-run
risks framework. Drechsler and Yaron (2011) show that a calibrated long-run risks model generates a variance
premium with time variation and return predictability that is consistent with the data. Bansal and Shaliastovich
(2013) develop a long-run risks model that accounts for bond return predictability and violations of uncovered
interest parity in currency markets.
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The model predicts that persistent changes in network connectivity are
an important source of low-frequency fluctuations in consumption growth—
which is important for generating a sizable unconditional equity premium.
Panel A of Table 7 provides support for this prediction. Panel A shows that
the average propensity across relationships (an indirect proxy for network
connectivity) can forecast consumption growth at 1-, 3-, and 5-year horizons.
Column A.1 reports predictability regressions using the sample data. Columns
A.2 and A.3 report the corresponding evidence from the perspectives of
Models I and II, respectively. Both models capture the negative association
between consumption growth and network connectivity. And, as in the data,
the magnitude of (average and median) coefficients increases with the horizon.
While the magnitude of (average) coefficients estimated from simulated data
tends to be somewhat smaller than the magnitude of those estimated from actual
data, the average estimated coefficient across simulations tends to be within
two standard errors of those estimated from the data.

The model also predicts that persistent changes in the shock propagation
mechanism are a source of time-varying consumption growth volatility.
Panel B of Table 7 lends support for this result by showing that consumption
growth volatility can be predicted by the average propensity. Column B.1
reports predictability regressions of consumption growth volatility in the data.
Columns B.2 and B.3 report the corresponding evidence from the perspectives
of Models I and II, respectively. Somewhat aligned with results from data,
both models capture the nonnegative association between consumption growth
volatility and the average propensity. When compared with the data, Model
I tends to produce smaller estimates than Model II, whose average estimated
coefficient tends to be within two standard errors of those estimated from data.

Conditional heteroscedasticity in consumption growth has important impli-
cations for generating predictable variation in the conditional equity premium.
Panel A of Table 8 lends additional support for the model mechanism and
the idea that changes in network connectivity are a source of conditional
heteroscedasticity in consumption growth. In particular, panel A shows that,
besides price-dividend ratios, network connectivity predicts excess stock
returns. As panel A shows, the model captures the positive association between
excess stock returns and network connectivity. And consistent with the model
mechanism, panel B of Table 8 shows that stock market volatility can also be
predicted by the average propensity of relationships.

Overall, these results suggest that persistent variation in the connectivity of
production networks is an important source of long-run consumption risks.?’

As in Bansal and Yaron (2004), predictability results are estimated with considerable sampling error. This fact,
in conjunction with the high persistence in network connectivity within both benchmark economies, suggests
that these results should be interpreted with caution.
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5.1.2 Robustness tests Because uncovering propensities from data is critical
for the above analysis, one might be concerned that my results are driven by
the measure used to capture firms’ specificity. To alleviate this concern, I use
the asset redeployability measure of Kim and Kung (2017) as another proxy
for firms’ specificity. The idea is simple: the extent to which a firm’s output
has alternative uses—"“asset redeployability” in the terms of Kim and Kung
(2017)—has a direct connection with a firm’s specificity. As the usability of
an asset increases, the more likely it is that firms can use that asset as an
input. Thus, firms with higher input specificity scores are likely to produce
assets with lower asset redeployability scores. Panel A of Tables I and II
in the Internet Appendix show that the predictability results of consumption
growth are largely consistent with what they would be if I were to use the
inverse of the squared asset redeployability score as a proxy for input specificity
in Equation (17).%!

Another concern is the sample biases associated with the COMPUSTAT
Segment files. Although some firms report customers even when they are below
the 10% threshold, such customers might not be reported consistently over
time. In principle, the fact that I am missing customers introduces noise, which
is likely to bias my results against finding any effect of shock propagation on
consumption growth. Yet, to make sure this selection issue is not driving my
results, I go one step further and replicate my analysis using alternative data
(FACTSET Supply Chain Relationships) that are not prone to the selection
issues highlighted above. Section VI of the Internet Appendix provides more
details about these data. Consistent with the findings of Atalay et al. (2011)
and Barrot and Sauvagnat (2016), panels A and B of Table III in the Internet
Appendix show that the selection issue is not a first-order concern for the
aggregate model predictions. In sum, the unobserved mass to the left of the
10% threshold in the COMPUSTAT Segment files does not significantly alter
my results.?

5.2 Cross-sectional implications
Besides helping to understand aggregate asset market phenomena, my model
helps with understanding the cross-section of stock returns, as it provides
a mapping between firms’ quantities of priced risk and their exposure to
contagion risk.

I resort to PageRank centrality—a variation of eigenvector centrality—
to proxy for firms’ exposure to contagion risk. At a basic level, firm i’s

Data on firm-level redeployability come from the replication files of Kim and Kung (2017). Because data on
redeployability are missing for many supplier-year observations in my sample, Table II in the Internet Appendix
explores how results change when one fills missing specificity information with zeros.

For example, Atalay et al. (2011) find that the fraction of suppliers of each customer that one misses because
of the 10% threshold is similar for customers with many or few suppliers. Similarly, Barrot and Sauvagnat
(2016), using firm-to-firm relationships from Capital IQ find that the truncation issue in COMPUSTAT is not of
first-order importance for their results.
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PageRank centrality is proportional to the fraction of the time i is reached
by a shock that travels along the network in a random walk fashion for a
long period. Consequently, it is reasonable to think that PageRank provides
an appropriate proxy for firms’ exposure to contagion risk within my model.>3
Importantly, because PageRank takes into consideration the architecture of G,
as well as the precise value of propensities, firm-level centrality scores are
time-varying.

To quantitatively assess the impact of contagion risk on firms’ risk-return
trade-off, I simulate both benchmark economies at a monthly frequency and
construct three (value-weighted) portfolios based on firm-level centrality.
A portfolio of firms within the 10th percentile of centrality (Low), a portfolio of
firms within the 90th percentile of centrality (High), and a portfolio that buys
firms in the Low portfolio and sells firms in the High portfolio (henceforth
referred to as LMH). Firms are assigned into portfolios once per year. And
portfolios are not rebalanced for the next 12 months. This exercise reveals
that the LMH portfolio generates a statistically and economically significant
monthly average return. In particular, such a portfolio generates a 0.209% in
Model I and a 0.701% in Model II.

The above result is explained by the fact that relationships of peripheral firms
in both calibrated models, as in the data, tend to exhibit higher propensities
than relationships of central firms. Consequently, peripheral firms have higher
exposure to negative shocks affecting their direct neighbors. On average, such
a contagion risk outweighs the potential benefits peripheral firms receive from
their few relationships, and, thus, they command higher risk premiums than
central firms. Central firms, however, benefit from diversification of their direct
neighbors as their relationships exhibit, on average, small propensities. As a
result, their contagion risk is outweighed by the potential benefits generated
by their many relationships.

Table 9 shows that both calibrated models generate a realistic spread between
the Low and the High firm-level centrality portfolios, as the average monthly
return difference between these portfolios is 0.457% in the data. Table 9 also
reports monthly average raw returns, alphas, and loadings from the five-factor

I select PageRank centrality not only because it closely reflects how shocks potentially propagate within my
model but also because it exhibits desirable features when taking the model to the data. Section IV of the Internet
Appendix provides a brief overview of commonly used centrality measures and the benefits of using PageRank
to capture contagion risk within my framework. In particular, if ¥; ; denotes the PageRank centrality of firm i at

t, then ¥; ; satisfies
~ _ Zj,t /
Zia = o | 20 pija| ) |+A (0)
J

Jj€Gh

where o’ and f’ are positive constants, dj is the number of relationships of firm j, and g;’, denotes the set of
neighbors of firm i. The first term in Equation (20) represents eigenvector centrality while the second term is an
additional score that all firms receive so that firms that do not belong to strongly connected components of two
or more still generate nonzero centrality scores.
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Table 9
Performance of (firm-level) centrality portfolios

Simulation 5-factor model (actual data)

Portfolio Raw return M.I M.II Alpha  MKT SMB HML RMW  CMA

Low 1.89 0.93 1.07 0.99 0.98 0.31 —0.23 —0.27 0.06
High 1.43 0.72 0.37 0.42 0.97 —0.19 —0.06  —0.00 0.17
Low-High 0.45 0.20 0.70 0.23 0.01 0.51 —0.17 —0.27 —0.10
S.E. 0.12 0.05 0.10 0.09 0.02 0.03 0.04 0.04 0.06

This table provides evidence that (firm-level) centrality matters in the cross-section of expected returns. This
table reports monthly average raw returns, model-implied returns (via simulation), alphas, and loadings from
the five-factor model of Fama and French (2015) for three (value-weighted) portfolios constructed by sorting
stocks based on (firm-level) centrality: a portfolio of stocks within the 10th percentile of centrality (Low), a
portfolio of stocks within the goth percentile of centrality (High), and a portfolio that buys stocks in the Low
portfolio and sells stocks in the High portfolio (Low - High). In the spirit of Fama and French (1993), stocks
are assigned into portfolios in July every year. And these portfolios are not rebalanced for the next 12 months.
The sample is from July 1980 to December 2019. Columns raw returns, (model-implied returns in) simulated
data, and alphas are in percent. For ease of comparison, the statistics for the simulated data are based on 1,000
simulations, each comparable to the data with its 480 observations. M.I (Model I) reports average statistics of
the portfolio return generated from the model calibrated as in the first column of Table 4—wherein propensities
do not vary across relationships. M.II (Model II) reports average statistics of the portfolio return generated from
the model calibrated as in the second column of Table 4—wherein propensities vary across relationships. The
bottom row provides standard errors (S.E.) for the coefficients of the (Low - High) portfolio.

model of Fama and French (2015) for the Low, the High, and the LMH
portfolios. As Table 9 suggests, the return of the LMH portfolio cannot be
fully explained by standard asset pricing models, such as the five-factor model.
Firms in the Low portfolio command an average monthly return of 1.890%,
whereas firms in the High portfolio command an average monthly return of
1.432%. The 0.457% difference between these two portfolios is economically
and statistically significant and appears naturally within an equilibrium context
as a compensation for contagion risk.

5.2.1 Industry composition and centrality Ahern (2013) also explores the
implications of shock propagation along networks for the cross-section of stock
returns. To do so, he represents the economy as a network of intersectoral
trade and shows that stocks in more central industries command higher returns
than stocks in more peripheral industries. He reconciles this finding with a
simple idea. Stocks in more central industries have greater exposure to sectoral
shocks that transmit from one industry to another. As a result, stocks in central
industries covary more closely with the market return and future consumption
growth.

Why, then, do I obtain an opposite relationship between centrality and stock
returns? Although representing the economy as a network of industries (rather
than as a network of firms) can make it easier to take models to the data,
this representation ignores subtle but important heterogeneity at the firm level.
When representing the economy as a network of industries, the quantity of risk
associated with innovations in network connectivity is not altered by within-
industry covariation—that is, the comovement between the cash flows of firms
within the same industry. This is because all firms within an industry are
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assumed to be equal. While this assumption can help keep models simple, it
fails to recognize that within certain industries firms’ exposure to contagion
risk could exhibit significant variation.

Tables 10 and 11 lend support to this idea. Table 10 shows that the LMH
portfolio generates a significant alpha even after controlling for an industry
centrality factor similar to the Ahern (2013) Central Minus Peripheral (CMP)
factor. Table 11 shows that the LMH portfolio generates a significant return
even when considering firms within the same industry. If only industry-
level information matters, such portfolios should generate returns that are
economically and statistically insignificant. Section VII in the Internet
Appendix provides additional evidence that the aforementioned finding is
robust to industry composition.

Taken together, these results highlight the relevance of looking at firm-
level centrality measures and the first-order importance of within-industry
covariation.

5.2.2 Robustness tests This section studies the robustness of the cross-
sectional result to concerns regarding the measure used to capture input
specificity or truncation issues inherent to the COMPUSTAT data set. Panels B
and C in Tables I and II in the Internet Appendix show that results reported in
Tables 9 and 10 are robust to changes in the proxy for input specificity. Panels B
and C of Table III in the Internet Appendix show that these results are also not
affected by the 10% truncation issue of the COMPUSTAT data set. Overall,
these results ensure that the cross-sectional finding is unlikely to be driven
by how input specificity is measured or the existence of sample biases in the
customer-supplier data set.

5.3 Relevance of heterogeneity in propensities

High persistence in network connectivity plays a pivotal role in the ability
of calibrated models to replicate aggregate features of stocks returns. The
mechanism through which both models generate such high persistence
is markedly different. In Model I—wherein propensities are equal across
relationships—high values for parameters ¥ and 6, ensure high persistence
in network connectivity. In Model II—wherein propensities vary across
relationships—smaller values for ¥ can generate a sufficiently high persistence
in network connectivity. And, thus, parameter ¢} plays a smaller role when
propensities can vary across relationships. In Model II, shocks to firms whose
relationships exhibit propensities more persistent than the propensity of the
average relationship have a more enduring impact on W;,; and, in doing
so, on consumption growth. Therefore, when propensities can vary across
relationships as in the data, high persistence in network connectivity can
be generated with smaller values for parameter ©J. By considering several
alternative parameterizations to Models I and II, Section IX in the Internet
Appendix helps illustrate this observation.

3079

20 Joquiajdag g1 uo 1senB AQ 2GE10.L/2E09BUU/SH/EB0L 0 L/10P/3IOILE/SH/WO0D"dNODIWSPEDE//:SA]Y WOl PAPEOJUMOC


https://academic.oup.com/rfs/article-lookup/doi/10.1093/rfs/hhae032#supplementary-data
https://academic.oup.com/rfs/article-lookup/doi/10.1093/rfs/hhae032#supplementary-data
https://academic.oup.com/rfs/article-lookup/doi/10.1093/rfs/hhae032#supplementary-data
https://academic.oup.com/rfs/article-lookup/doi/10.1093/rfs/hhae032#supplementary-data
https://academic.oup.com/rfs/article-lookup/doi/10.1093/rfs/hhae032#supplementary-data
https://academic.oup.com/rfs/article-lookup/doi/10.1093/rfs/hhae032#supplementary-data
https://academic.oup.com/rfs/article-lookup/doi/10.1093/rfs/hhae032#supplementary-data
https://academic.oup.com/rfs/article-lookup/doi/10.1093/rfs/hhae032#supplementary-data
https://academic.oup.com/rfs/article-lookup/doi/10.1093/rfs/hhae032#supplementary-data
https://academic.oup.com/rfs/article-lookup/doi/10.1093/rfs/hhae032#supplementary-data
https://academic.oup.com/rfs/article-lookup/doi/10.1093/rfs/hhae032#supplementary-data

The Review of Financial Studies [ v 37 n 10 2024

Table 10
Performance of centrality portfolios after controlling for industry centrality

5-factor model Industry
Portfolio Raw return Alpha MKT SMB HML RMW CMA CMP
Low 1.79 1.05 1.00 0.38 —0.26 —0.27 0.06 —0.09
High 1.19 0.44 0.96 —0.15 —0.06 0.01 0.15 0.03
Low-High 0.60 0.44 0.03 0.54 —0.20 —0.29 —0.08 —0.12
S.E. 0.19 0.12 0.03 0.04 0.05 0.06 0.07 0.03

This table provides evidence that results reported in Table 9 continue to hold even after controlling for industry
centrality. This table reports monthly average raw returns, alphas, loadings from the five-factor model of Fama
and French (2015), and loadings on a portfolio of central minus peripheral (CMP) industries for the three (value-
weighted) portfolios considered in Table 9. In the spirit of Ahern (2013), the CMP factor is formed by subtracting
the monthly returns of stocks in the lowest tercile of industry centrality from the returns of stocks in the highest
tercile of industry centrality. And within these terciles, returns are value-weighted. Data to construct the CMP
portfolio come from the U.S. Bureau of Economic Analysis (BEA) Input-Ouput tables. The bottom row provides
standard errors (S.E.) for the coefficients of the (Low - High) portfolio. Columns raw returns and alphas are in
percent. As detailed and consistent Input-Output tables are available from 1997, reported numbers are based on
data from July 1997 to December 2019.

Table 11
Performance of centrality portfolios among manufacturing and service firms

A. Manufacturing firms

5-factor model

Portfolio Raw return Alpha MKT SMB HML RMW CMA
Low 2.00 1.06 1.03 0.45 —0.33 —0.24 0.09
High 1.46 0.45 0.95 —-0.16 —0.17 —0.01 0.30
Low-High 0.54 0.27 0.08 0.62 —0.16 -0.23 —0.21
S.E. 0.15 0.10 0.02 0.03 0.04 0.04 0.07

B. Service firms

5-factor model

Portfolio Raw return Alpha MKT SMB HML RMW CMA
Low 2.08 1.09 1.17 0.41 —0.34 —0.24 —0.06
High 1.42 0.74 0.87 —0.12 —0.19 —0.28 —0.34
Low-High 0.66 0.01 0.30 0.53 —0.15 0.03 0.28
S.E. 0.23 0.23 0.05 0.08 0.10 0.10 0.15

This table provides evidence that within industry covariation is of first-order importance for my results. Panel
A focuses on manufacturing firms, and panel B focuses on service firms. Similar to Tables 9 and 10, this table
reports monthly average raw returns, alphas, and loadings from the five-factor model of Fama and French (2015)
for the three (value-weighted) portfolios considered in Table 9. The sample is from July 1980 to December
2019. Columns raw returns and alphas are in percent. The bottom row provides standard errors (S.E.) for the
coefticients of the (Low - High) portfolio.

5.4 Relevance of directionality of relationships
In light of a literature that emphasizes the relevance of directionality in shock
propagation, I explore whether my cross-sectional findings are consistent with
downstream propagation (where shocks travel from suppliers to customers) or
upstream propagation (where shocks travel from customers to suppliers).
Table IV in the Internet Appendix shows that the LMH portfolio continues
to generate a positive and statistically significant return when firms are sorted
based on in-degree centrality. Yet the sign of the LMH portfolio’s return flips
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when firms are sorted based on out-degree centrality. In-degree centrality
captures a firm’s exposure to contagion risk coming from its suppliers, as it
is the sum of propensities of a firm’s relationships with its direct suppliers. Yet
out-degree centrality captures the amount of contagion risk to which one firm
exposes its customers, as it is the sum of propensities of a firm’s relationships
with its direct customers. And consistent with the idea that directionality
matters, the LMH portfolio does not generate a statistically significant return
when firms are sorted based on the sum of in- and out-degree centralities.

Taken together, these results support the idea that downstream propagation
can have first-order effects on stock returns.

6. Conclusion

This paper studies the asset pricing properties that stem from the propagation of
firm-level shocks along production networks. The fundamental insight is that
persistent variation in shock propagation along such networks can generate
long-run risks, and it is important for generating both time-series and cross-
sectional predictability in stock returns.

Calibrated models that match key structural features of supplier—customer
networks in the United States can generate long-run consumption risks,
high and volatile risk premiums, and a low and stable risk-free rate. Low-
frequency changes in network connectivity generate persistence in firms’
growth prospects, which, in turn, drives a small but persistent component in
expected aggregate consumption growth in equilibrium. With investors with
preference for early resolution of uncertainty, sizable risk premiums arise
because investors fear that extended periods of low economic growth coincide
with low asset prices. A small risk-free rate is driven by investors saving for
long periods of low economic growth.

The proposed conceptual framework also helps with understanding the
cross-section of stock returns, as it provides a mapping between firms’
quantities of priced risk and their exposure to contagion risk. As in the
data, firms that are more central command lower risk premiums than firms
that are less central. Central firms tend to benefit from the diversification
of their direct neighbors, and, thus, they mitigate contagion risk better than
peripheral firms.

Appendix. Approximate Solutions

To emphasize the mechanisms working at equilibrium, this appendix derives approximate
expressions for equilibrium asset returns using log-linear approximations as in Campbell and
Shiller (1988) and Bansal and Yaron (2004). Intuitively, to solve the model I look for equilibrium
prices so that price—dividend ratios are stationary, as in Mehra and Prescott (1985), Weil (1989),
and Kandel and Stambaugh (1991), among many others. Because the network architecture is fixed,
the state of matrix P; determines the equilibrium distribution of AC;.;. Because P; follows a
Markov process, the distribution of AC,4; varies over time and its dynamics satisfies the Markov
property.
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A Relevant Equations
Before solving for equilibrium returns, it is useful to consider the system of equations that
characterizes the benchmark economy:

ACip1 = ,uc—Wt+I+08,c+1, (A1)
Yol = J—aW +pa0 &l (A2)
Wil = lw +Pth+Uu),r8,vX1, (A3)

where g7, | = (é)((pa et —oxe),), and shocks ef |, €7, and 5:‘1/ , are mutually independent of each

other. Equation (A1) directly follows from expression (8), whereas Equation (A2) follows from
aggregating firms output using expression (1) and ¥, =[], yl.l’{ ". Equation (A3) follows from an
important observation: within the benchmark economy, the dynamics of W;,; can be approximated
by an autoregressive process as the economy grows large. Because f(-) is a continuous mapping,

W;4+1 can be rewritten as

1 n
Wisl = n(Zf(Zi,t+1)) (A4)
i=1

1 n
= n (Zf(zi,t)+f/(zi¢)(zi,t+l —Zi,t)> s

i=1

where 2}, €[2i,1,Zi,r41] if Zip <Zir415 0T 27, €[2Zi 41,20, ] i 241 <Zir. And the second equality
in (A4) follows from the mean value theorem. Now, define Z; 1.1 = f'(z} )(zi,r+1 —2i1) and Sy =
1 > | Zir+1. It then directly follows from Equation (A4) that

n i=1 5

W1 = Wi+ (AS)

As Table 3 and Figure 2 show, the network architecture of the benchmark economy is sparse.
Consequently, within both calibrated models, the order of variables in the sequence {Z,;,H }:.1:1
can be selected so that Z; ;1 and Z;,, ;41 are approximately independent for large m. That is,
the sequence {Z,-JH }:;1 is a-mixing as random variables far apart from one another are nearly
independent. And because innovations to z; ; are normally distributed, the sequence {Z,-,H 1 }:‘l:l is
also stationary.

It then follows from Billingsley (1995, theorem 27.4) that /nS;+; has a limiting normal
distribution as n grows large. Therefore, one can always find constants u, and p, such that
W;4+1 can be rewritten as in expression (A3) where Jw,,st‘f | is normally distributed. Here, variable
auz),, =var,;[W;41] is time-varying and its precise value is determined by propensities {pi it } @i

and shocks {771',:+1 };lzl .

B Pricing Kernel
The pricing kernel is given by

6
M) = Olog(/})—;Ac,+1+(0—1)rl,,,+1. (B1)
with § = 11;}{ and r. ;4 denotes the (endogenous) log return of aggregate wealth—an asset that

7
delivers aggregate consumption as its dividend each period. The return of any firm i can be
determined using the pricing kernel and the representative investor’s first-order condition

E, [eXP(mt+1+ri,t+1)] =1 (B2)

In what follows, I first solve for the price and return of aggregate wealth. With these solutions
in hand, I solve for the pricing kernel, the return on the market portfolio, and the risk-free rate.
These expressions are then used to solve for equilibrium returns in the cross-section.
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To solve for the log return of aggregate wealth r¢ 41, I substitute r; ;41 for rc ;41 in (B2).
In the same spirit as Bansal and Yaron (2004), I conjecture that the (unobservable) log price to

consumption ratio, d; =log (% ) , follows
df =Aj+ASW,. (B3)

With the (yet-to-be-solved) endogenous variable df in hand, I can determined r. 4+ using the
log-linear approximation

Feqrl N KG+ACr+xidf, —df, (B4)
with
R exp(d_c) . - .=
K{=————-— and x{=log(l+exp(d®))—x«fde, BS
1 I exp(d®) 0 =log( p(d)) — k| (B5)

where d¢ denotes the mean log price to consumption ratio.

To solve for constants A and A{, I plug the conjectured expressions for dy,; and r¢ ;41 into the
Euler equation and group terms by state variables. The following observation is critical. If (m 4 +
Tc,r+1) is (approximately) normally distributed, then the above first-order condition is equivalent to

1
E, [m[+l+rc,1+1]+ivar[ [mt+l+rc,1+l] ~ 0 (B6)

By separating terms associated with state variables, I obtain a system of equations whose
solution is given by:

IOg(ﬂ)"'(l - %)(ﬂc _HIJJ)+K6+KfﬂII)A€+§J2(1 - $)2

c

AG = g , (B7)
1

. Puw 1
A= —Pv (-2, B8
! I—Kfpw( w) (8)

The above solutions depend on the approximating constants, «; and x{, which, in turn, depend on
the unknown unconditional mean of the log price to consumption ratio, d¢. The precise value of
d¢ can be found by solving the (nonlinear) equation

de = Eld, ] = E[AG(dO)+A§(d) Wi ). (B9)

1+

B.1. Innovations to the Pricing Kernel.  Substituting the above solutions, it can be shown that
innovations to the pricing kernel are given by

0\ . 0
M1 —Ey(mp) = (07 1- ;>ag;+1 + ((.97 1Dk A§ — 1)+;)au,,,g,vfl. (B10)

Because &;,; =(1/¢) [gaaaj’H —PxE ], Equation (B10) can be written as

0 Da 4 Px
M1 —Ei(mpgy) = (0—1——)—08” —<9—1——)—08JC
1+ I+ v ¢ t+1 v t+1

e 4
+<(9— DS AS — 1)+—)0w,,8,‘:‘:l, (B11)

v
which is equivalent to expression (13). That is, innovations to the pricing kernel are driven by
aggregate productivity shocks, aggregate dividend growth shocks, and innovations to network

connectivity, st‘fl. Here, an increase in the persistence of W;, p,,, raises |A{|, increasing the
exposure of the pricing kernel to innovations to contagion as y > 1 and 8 <0.
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B.2. Conditional Volatility of the Pricing Kernel. Using the above expressions it can be shown
that

0 -
var;(m+1) = vary <910g(ﬂ)* ; Acri1+(0— l)rc,r+l> (B12)

02 - 7 -
= anr,mcmmef1)2var,(rc,,+1)72;(071>covt<Acm,rc,t+1>,

2 2
= aj,(<e—1)(fo§—1)+§) +(a—1—g> o2,
’ v v

which is equivalent to expression (14). Therefore, the conditional volatility of the pricing kernel is
time-varying. And its temporal changes are solely driven by changes in network connectivity.

C Risk-Free Rate
The risk-free rate is intimately linked with the pricing kernel. If m,,; is normally distributed, it
follows from the representative investor’s first-order condition that

1
7+ E (me)+ Evart(mtﬂ) =0, (C1)
with 77, =log(Ry,). Here,

0
E;(m+1) = Olog(B)— ;Et(ACtH)"’(e—I)Et(rc,tﬂ) (C2)

[
= Olog(B)+ <(€_ nH— ;) (e —(w+pwWr))

+ (0= 1) (g +x{ (AG+A] (w+pw W) — (AG+ATW))).

And the conditional variance of the pricing kernel is reported in Equation (B12). It is then clear

2%w,t>
associated with the state variables using Equation (C1).

that ry, :A'Of+A'1f W,+Af172 where constants {Ag,A{,A;} can be found by grouping terms

D Market Portfolio

The solution coefficients for the valuation ratio of the market portfolio—an asset that delivers
aggregate output each period—can be derived in a similar fashion to those for the asset that
delivers aggregate wealth. The (observable) log price-dividend ratio for the market portfolio,

- PN L
d" =log (YT)’ is conjectured to follow
d" = Ay +ATW,, (D1)

where constants A’ and A" can be solved for. With this expression in hand, I can solve for the
log market return, r,, ;+1, using the log-linear approximation

P+l N K X1+ Al —d) (D2)
with
m exp(d_’") m in m jy
=———— and x|} =log(1+exp(d™))—k{'d™, D3
1 1 +exp(d™) 0 2( p(d™)) — k| (D3)

and d™ denotes the mean log price-dividend ratio of the market portfolio.
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As before, I plug the conjectured expressions for d;}; and 7, ++1 into the Euler equation to solve
for constants Aff and A'. The key underlying assumption is that (1,41 +7,1+1) is (approximately)

normally distributed, and, thus, E,(m,4+1 +7 1+1)+ %var,(mm +7m,1+1) 0. This process yields

o (@@= D1 K AD=$) =0 DT —pu(a—)

AT = s (D4)
: I_K;npm I_K;npw
12 m Am
507 +0+Kk"A
Am = 29 12_’}‘{1", 1ﬂw, (D5)
1
with
2 2 0\ 2 2,2 0\ 5 »
o =|o 9717; +p,0 +$ 0717; p 0|, (D6)
6 -
& = 910g(ﬂ)*;(ﬂt-fﬂm)+(0f1)(K5+/u-fﬂw+xf(A8+A?/zw)fA6)+K6"+yfaﬂw.

And the unknown unconditional mean of the log price dividend ratio of the market portfolio, d™,
can be found by solving the (nonlinear) equation

dm=E[d}},] = E[AG (d™)+ AT (d™") Wy ]. (D7)

t+1

D.1. Innovations to the Market Return.  Substituting the above solutions, it can be shown that
innovations to the return of the market portfolio are given by

w
Tm,t+1 _El(rm,HI) = Cﬂaaglil +(K;nAr1n _a)aw,tng- (D8)

That is, innovations to the market return are driven by aggregate productivity shocks and

innovations to network connectivity, vafl- Notably, an increase in p,, raises |A'|, increasing the

exposure of the market return to innovations to network connectivity.

E Equity Premium
Under the above assumptions, both the market portfolio and the pricing kernel are (approximately)
lognormally distributed. Hence, the continuous equity risk premium can be expressed as

1
E[7m,e+1 _rf,t] = —CoV; (M1, m141) — Evarl(rm,l+])s (E1)

where

0 o2 0
COV [Mrst a1 ] = <9—1—$) %02+<(0—1)(16qu—l)+;)(K;"A'1"—oc)a'3),,, (E2)

var, (rmgs1) = 9o+ AT —a)’o 2 (E3)

w,t*

Notably, an increase in p,, raises both |A{| and |AT'|, increasing the covariance between the pricing
kernel and the market return, and, thus, increasing the equity premium.
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F Firms’ Return in the Cross-Section
The solution coefficients for the valuation ratio of asset i—an asset that delivers firm i’s output

each period—can be derived in a similar fashion. In particular, the (observable) log price-dividend
i

ratio for asset i, d’ —log( i > is conjectured to follow

di=AL+ AW, (F1)

where constants Af) and A"1 can be solved for. With this expression in hand, I can solve for the log
return of asset i, 7; 141, using the log-linear approximation

Titl &~ K(i)+xi,,+1 +K{dti+] 7dti (F2)
with
) di . - -
wi= P s =log(1+exp(d) — i d, (F3)
1+exp(d')

and d' denotes the mean log price-dividend ratio of asset i and x; ;41 —log(y’ 1+1 ) It is worth

notlng that x; 4+ can also be expressed in terms of variable W;, aggregate product1v1ty shocks,
and innovations to firm-level shocks z; ; as

Xijt+l = 108(%) (F4)
it

i Y,
log<y"’” ) +log <7t)
Y Vit

n
Yi,t+1 1
log( A )+ = log(y;.) { —log(yi,)
j=1

r+17

t

output difference between
firm 7 and the average firm

§+¢a08f+1 —aW,—a (f(Zi,Hl)_f(Zi,t))-
R —

f/(z;it)(zi,lﬂ —=2i,1)

To better understand the dynamics of x; ;,1, it is illustrative to express G, as a union of connected
components,

Ugi, F5)
ieGn

where g;; denotes the connected component that firm i belongs to—that is, the set of (direct and
indirect) neighbors of firm i. Then, define the following averages

= Y F@0Gm =) (F6)
jeGh.i#i
—i 1 1o %
8;4.1 = n Z f(Zj,[)(Zj,Hl—Zj,t) >
7€Gn\Gh
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where S’ 1 relates to the average innovation faced by firm i’s (direct and indirect) neighboring

firms at 7 +1 whereas S, | relates to the average innovation faced by firm i’s nonneighboring firms
at #+1. Using the above definitions, it follows from Equation (AS5) that

1
Wi = Wr+; Xf/(zzt)(zi,t+l —Zi,t)+ 1+1 +S,+], (F7)
Stel
which implies that
@)@ —2i0) = n(Wea — W) —Si =S, (F8)

It then directly follows from Equations (F4) and (F8) that
Xipel = F+pao el —anWe —a(l—n)W,+an(SL,, +S;}). (F9)
Namely, firm i’s output growth approximately follows24
Xiprl X Bi+BiWii+g,088, + oiel,, , (F10)
—_——

term unexplained by
innovations to Wy or £;‘+1

where {—‘Hl is independent from 8t+l and 8t+l And aiz EVZI[S;+1]. Here, parameters {B‘ Bl ,0j }
can be estimated from simulated data. With these estimates in hand, I plug the conjectured
expressions for x; 41, d;,; and r; 41 into the Euler equation to solve for constants Ay and Af.
This process yields

oo {%—(0— 1)+Bi } —(O—DAS(1—&{pu)

Al = , , (F11)
I_Kipw
1[s2 2
; 5107+07 j+L;

Al = ALI}I, (F12)

1—xj

with
4 c

= alOg(ﬂ)"'(ﬂ(‘_ﬂle) 1_; +(9_1)(K0+K1(A +A ﬂw) Ao) (Fl3)

+ Ky +By+ B+ Aty
With these expressions in hand, the unknown unconditional mean of asset i’s log price dividend
ratio, d', is found by solving the (nonlinear) equation

=Eld;,,] = E[Aj(d')+A}\@d)Wii]. (F14)

F.1. Innovations to Firm i’s Return.  Using the above expressions, it can be shown that
innovations to firm i’s return are given by

Fieet —Elri 1] & @aoel, +(ct Al —an) (Wi —E (Wi ) (F15)
+an (Stiﬂ -k [Sti+1])+ocn< H—l —-E [SH—1]>

= (paaefﬂ +(1ciA’1 —an)oy, el +anol, +anv,

i —(gi
where vt+1 =(S,,, —ES, +1]) and v,
and S,

t+1°

—E/[S +1] capture innovations in variables S’

1 =S 1+1

respectively.

Although considering that vary [€§+1] is constant might be a strong assumption, this assumption helps present
ideas in a clearer way. One can modify Equation (F10) so x; ;41 also depends on more state variables and
approximation (F10) is potentially more accurate. Section II in the Internet Appendix explores such an extension.
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F.2. Firms’ Quantities of Risk in the Cross-Section. Taking into consideration expres-
sions (B11) and (F15) yields

0\ ¢? ) AV
oV (Mest,7i 1) = <9717;> %02+<(07l)(k{Aifl)+;>(KiA'lftxn)afm (F16)

Ja w,

0 )
+on <(97 D(x§ AT — 1)+;> X COVH(Tp,16101, 01 41)

Qit

0 )
+an <(9 —DEjA]—D+ ;) X cov,(aw,,gtvf:l S0 Ds

Ki,t

which is equivalent to expression (16).

Equation (F16) helps illustrate how contagion risk is priced across firms. It shows that a firm’s
quantity of risk is simultaneously determined by its exposure to the only two sources of risk within
the model: (a) innovations to aggregate shocks, captured by 1,, and (b) innovations to network
connectivity, captured by the sum Aw, +0;/+xi ;.

Code Availability: The replication code is available in the Harvard Dataverse,
https://doi.org/10.7910/DVN/VIKTMQ.
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